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POST-PROCESSING AND DIMENSIONALITY REDUCTION FOR 
EXTREME LEARNING MACHINE IN TEXT CLASSIFICATION 
 
 

Abstract. Text classification is one of the core technologies of textual 
analysis, with interesting applications varying from sentiment classification, 
language identification to online abuse detection and many more. Many 
approaches have been taken to the machine learning classifiers employed in text 
categorization, with a focus on boosting model performance and efficiency. This 
paper proposes a new effective framework for the input processing of the Extreme 
Learning Machine (EML) algorithm, illustrated on the Reuters-21578 test 
collection of documents. We employ Glove word embeddings to provide a compact 
and semantic meaningful representation for each word of the input documents. 
Given the bi-dimensionality constraint of ELM inputs, we reduce the 
dimensionality of word embeddings using Latent Semantic Analysis and Principal 
Components Analysis (PCA). Our results reveal that PCA together with the post-
processing operation led to more accurate results with lower computational costs. 

Keywords: Extreme Learning Machine, Glove Word Embeddings, Post-
processing Algorithm, Principal Component Analysis, Latent Semantic Analysis. 
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1. Introduction 
 
Machine Learning and Artificial Intelligence are transforming nearly every 

industry in the digital society nowadays, and text analysis is a central area of 
interest. Unstructured text data has experienced a massive increase in the digital 
era, but it’s impractical for humans to analyze it at this pace. Many organizations 
need to parse and classify documents to make their text data easier to manage and 
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exploit. Manual classification is often time-consuming and error-prone, thus 
automating such processes using machine learning and natural language processing 
is becoming more popular by virtue of their long-term benefits. 

Text classification aims to group text units, typically sentences or 
documents, into classes. Regardless of the difficulty level, it is one of the core 
technologies of textual analysis with interesting applications such as sentiment 
classification, language identification, online abuse detection, or trend detection 
based on the customers’ feedback. Hence considering the steep increase of online 
content available on the World Wide Web, it is easy to apprehend the constant 
interest to explore and extend the text classification task. In scientific literature, 
text classification techniques vary from classic machine learning solutions based on 
support vector machine (SVM) (Wang, et al., 2006), maximum entropy (Wang, et 
al., 2010) or random forest (Islam, et al., 2019), to neural networks (Luan & Lin, 
2019).  

The large variety of advanced classification techniques makes the process 
of selecting the most performant model highly dependent on the nature of the 
analyzed problem and the available data. The final performance is constrained by 
the model architecture and input processing, as well. In the current paper, we focus 
on the latter and seek to provide a robust approach for the input refinement 
required to classify documents using EML. This method has been introduced as a 
much faster learning alternative to the traditional backpropagation algorithm for the 
single-layer feedforward neural network (SLFNN) (Huang, et al., 2004). We 
employed ELM as it has proved to be more reliable than the traditional machine 
learning classifiers (Zheng, et al., 2013), (Roul, et al., 2015), and it provides a good 
alternative to the backpropagation-based neural networks, as it avoids convergence 
issues and requires less time and computational resources for training. Since our 
main interest lies in adjusting the input for ELM, we employ only the basic version 
of this algorithm.  

With regards to the input framework, our work is based on the post-
processing algorithm introduced by (Mu & Viswanath, 2018), with the purpose to 
increase the discriminative nature of word representations and thus capture more 
information. In addition, we also assess the effect of reducing the input 
dimensionality by means of the Principal Component Analysis (PCA) (Wold, et al., 
1987) and Latent Semantic Allocation (LSA) (Schutze, et al., 2008), for 
comparison purposes. The combination of ELM for text classification and 
dimensionality reduction of word embeddings brings an interesting contribution to 
literature. According to our framework and the case study on Reuters-21578 data 
collection, dimensionality reduction not only lessens the computational complexity 
and reduces the training time, but it can also enhance the model accuracy.   
 The remaining part of the paper is organized into the following parts. 
Section 2 offers an overview of the related literature. Section 3 presents the EML 
algorithm and the post-processing operations. Section 4 describes the data, and 
Sect. 5 is dedicated to the empirical results. Section 5 summarizes our conclusions. 
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2. Related works 
 
Like our work, the framework introduced by (Zheng, et al., 2013) relies on 

LSA to reduce the dimensionality of the input required to train the ELM algorithm. 
However, instead of using word embeddings to generate new sentence 
representations, the LSA method is applied to scaled TF-IDF scores. Later, (Li, et 
al., 2018) generate sentence representations using the average of the word2vec 
word embeddings (Mikolov, et al., 2013). The method leverages the weighted 
ELM to solve the problem of imbalanced classes by assigning a relevance score to 
each document based on the inter-class and intra-class information entropy.  

Plain word2vec word embeddings were also embodied in the solution 
presented by (Waheeb, et al., 2020). Since the proposed method was designed to 
detect sentiment labels of the discharge summaries, the input is enriched with 
features like rules for sentiment-shifters or medical concepts. Besides the already 
mentioned LSA, (Zhang, et al., 2020) include PCA in their analysis with the 
purpose to reduce the dimensionality of the hidden layer. The reason behind using 
PCA is to avoid the problem of multicollinearity observed at the level of the hidden 
layer. 

Contrasting with the previous approaches, (Roul, et al., 2015) focused on 
techniques for selection of the input features, considering options like chi-squared, 
information gain and bi-normal separation. In addition,  (Roul, et al., 2015) also 
evaluated the multi-layer implantation of ELM based on auto-encoder structures 
for the task of text classification. 
 

3. Proposed method 
 

Given a Single Layer Feedforward Neural Network (SLFNN), the solution 
is often provided by the backpropagation algorithm that aims to iteratively adjust 
the weights to reduce the difference between the iteration-level output and the real 
one or to minimize the loss function (Rumelhart, et al., 1986). Regarding the 
weights, gradient-descent algorithms like Adagrad (Duchi, et al., 2011), Adam 
(Kingma & Ba, 2015) or Adadelta (Zeiler, 2012) are usually utilized. Considering 

the gradient of the cross-entropy loss function with respect to the weights W, 
ܹ	߲ݏݏ݋݈	߲  

computed based on the chain rule and the learning rate η, the batch gradient 
descent updates the weights for the entire training data as follows: 

௡ܹ௘௪ = ௢ܹ௟ௗ − 	ߟ ܹ	ߜݏݏ݋ܮ	ߜ 																																															(1)	
However, despite the popularity of the backpropagation algorithm, some 

downsides have been elaborated over the last few years. The most important ones 
relate to the time-consuming nature of the backpropagation algorithm, and to the 
large number of hyperparameters that require laborious optimizations. In addition, 
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backpropagation can lead to a local minimum, especially in such cases when the 
learning rate is too large. To tackle all these disadvantages, (Huang, et al., 2004) 
propose EML as an alternative learning method for the traditional backpropagation, 
as further described.  
 Considering the weights ݓ = …,௜ݓ] ܾ ] and	ே෩ݓ, = [ܾ௜, … , ܾே෩	] that 
connect the input X with N features with the ෩ܰ hidden neurons, the output of the 
hidden layer computed using the activation function g(⋅) is: ݓ)ܪଵ,…	ݓே෩, ܾଵ, …	ܾே෩, ,ଵݔ (ேݔ	… = 	 ൥݃(ݓଵ ⋅ ଵݔ + ܾଵ) ⋯ ே෩ݓ)݃ ⋅ ଵݔ + ܾே෩)⋮ ⋱ ଵݓ)݃⋮ ⋅ ேݔ + ܾଵ) ⋯ ே෩ݓ)݃ ⋅ ேݔ + ܾே෩)൩(2) 

According to ELM, the weights w and b are chosen arbitrary, while the 
weight vector ߚ that connects the hidden layer with the output T with m features is 
estimated as follows: ߚመ =  (3)                                                       ܶ′ܪ	
where H’ is the Moore-Penrose generalized inverse of matrix T (Serre, 2001). 
 Since the initial ELM algorithm trains the SLFNN on the entire data, 
leading to many potential computational errors, (Huang, et al., 2005) introduced 
the extended version of ELM – OS-ELM that allows feeding data sequentially in 
an online approach based on the recursive least-squares (Chong & Zak, 2004). This 
process requires a two steps approach. First, SLFNN is trained on a larger batch 
whose size should be at least equal to ෩ܰ, and then the remaining training data is 
split into smaller batches than the initial batch. In the current implementation, only 
the first batch is different from 1. 
  Before applying ELM in the text classification field, we need first to select 
the most appropriate input features. As the input required for the training of ELM 
is bi-dimensional, we need a one-dimensional representation for each sentence. The 
two available options we consider refer to the aggregation of word embeddings 
using sum or average. The new sentence representation will have the same 
dimensionality as the initial word embeddings.  

The word embeddings that we use in the current work are computed based 
on the Glove model introduced by (Pennington, et al., 2014). Unlike most of the 
models developed to generate word representations, the Glove model does not aim 
to predict the probability of observing a word or a set of words in a sentence. 
Precisely, the model does not use only local information but also relies on global 
statistics. To compute new word vectors, the Glove model considers that the 
logarithmic value of the co-occurrence ܥ௜௝ of two words xi and xj  in the corpus 
should be equal to the dot product of their representations, ݓ௜	 and	  ௝. Alsoݓ
considering the biases ܾ௜	and	 ௝ܾ, this relation is defined as: ݓ௜் ௝ݓ +	ܾ௜ + ௝ܾ = 	 	(4)																																									(௜௝ܥ)݃݋݈

To increase the discriminative nature of the word representations and to 
boost the EML performance, we post-process the word embeddings (Mu & 
Viswanath, 2018) following a three steps approach: 
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● Step 1: given the word representation ݒ௜  and the mean of all word 
representations ݒ, update ݒ௜ as follows: ݒ௜ = ௜ݒ	 − 	(5)																																																										ݒ

● Step 2: compute the PCA components [݌௜, … ,  ,ௗ] of the word embeddings݌
where d gives the size of word embeddings. 

● Step 3: update the word vector ݒ௜ as follows: ݒ௜ = ௜ݒ	 −෍൫݌௜் ௜஽݌௜൯ݒ
௜ୀଵ 																																															(6) 

In the current framework, we set D = 7, as suggested by (Raunak, et al., 
2019). Inspired by the work of (Raunak, et al., 2019), we add the fourth step and 
compute the PCA components of the post-processed word embeddings. However, 
in our work, the purpose of this step is not only to generate new word 
representations, but also to reduce their dimensionality.  

To achieve this aim, we simply keep the first P components given by the 
eigenvectors of the covariance matrix, that store 95% of the cumulative variance 
(eigenvalues of the covariance matrix). The main reason behind this additional step 
consists in increasing the efficiency and assessing effectiveness of working with 
lower-dimensional word vectors. 

In addition to PCA, we also evaluate the LSA method for dimensionality 
reduction (Schutze, et al., 2008). Given the input X of order ܸ × ݀ storing all word 
embeddings and a threshold k smaller than the rank of X, the core of the LSA 
method is to determine the low-rank approximation, ܺ௞, of the input X, of a rank at 
most k. The new approximation ܺ௞ minimizes the Frobenius norm of the difference ܨ = ܺ −	ܺ௞ and has a lower dimensionality than the input X. The Frobenius norm 
is computed as: 

ܨ = 	ඩ෍෍ܨ௜௝ଶௗ
௝ୀଵ

ே
௜ୀଵ 																																																				(7) 

The computations of the low-rank approximation ܺ௞ follow a four-steps 
procedure: 

● Step 1: compute the singular-value-decomposition of the input X: ܺ = 	(8)																																																				்ܸߑܷ
where the columns of U and V are the eigenvectors of ்ܺܺ and ்ܺܺ, respectively. ߑ is a diagonal matrix with the non-zero elements ߪ௜ are referred to as singular 
values of X and are equal to the square root of the eigenvalues ߣ௜	of the ்ܺܺ or ்ܺܺ  matrices (ߑ௜௜ = ௜ߪ	 = 	ඥߣ௜, with ߣ௜ 	≥ 	  .(௜ାଵߣ

● Step 2: compute ߑ௞ by replacing all singular values ߪ௜ with zeros, where  
i > k. 

● Step 3: compute the low-rank approximation ܺ௞: ܺ௞ 	= 	(9)																																																				்ܸ	௞ߑܷ
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5. Results 
 

The first step of our analysis consists in finding the optimal set of 
hyperparameters, initial batch size and number of neurons of the hidden layer, for 
the two aggregation options (sum and average) used to compute one-dimensional 
sentence representations based on Glove word embeddings. According to our 
setup, the initial batch size varies between 500 and 1,000 with step 100, and the 
number of neurons varies between 1 and 450 with step 50. Considering the 
optimization results (presented as heat maps in the Annexes 1 and 2), the accuracy 
is reduced as the number of neurons converges to the lower or upper limits of the 
considered range, given a small initial batch size. The best results are obtained 
when the first batch size is 1,000 and the number of neurons is 200 for the sum of 
word embeddings, or 300 for the average of word embeddings. Despite the 
potential better performances for higher initial batch sizes, we limit the size to 
1,000 to avoid running out of computing resources. Likewise, we notice that the 
average of word embeddings is more suitable for sentence representations than the 
sum option, generating better results across all hyperparameter sets. As a result, 
future experiments rely only on this aggregation option.  

The best results are obtained when the first batch size is 1,000 and the 
number of neurons is 200 for the sum of word embeddings, or 300 for the average 
of word embeddings. Despite the potential better performances for higher initial 
batch sizes, we limit the size to 1,000 to avoid running out of computing resources. 
Likewise, we notice that the average of word embeddings is more suitable for 
sentence representations than the sum option, generating better results across all 
hyperparameter sets. As a result, future experiments rely only on this aggregation 
option.  

To boost the performance of the OS-ELM model, we apply the post-
processing algorithm proposed by (Mu & Viswanath, 2018) to increase the 
discriminative nature of the Glove word embeddings. Additionally, we consider the 
LSA and PCA methods for dimensionality reduction. 
Baselines: 

● OS-ELM+Mean: apply the average Glove word embeddings for sentence 
representations. 

● OS-ELM+MeanPCA: apply the average of the first P components 
computed by the PCA method. Considering that the principal components 
should explain at least 95% of the variance of the Glove word embeddings, 
the optimal P is 216 (Figure 2). 

● OS-ELM+MeanLSA: the method is similar to the OS-EML+MeanPCA 
method, except that the components are computed by the LSA method. The 
optimal P value is 217 (Figure 2). 

 
 



 
 
 
 
 
Maria Miha
________

Figure 

Proposed m
● OS

em
● OS

com
Aft
the

● OS
exc

 

B

Propo

 
           Base
embedding
Regarding 
traded off 
word repre
embedding
effective fo

                
1 The numb
word embed
to the plots o

aela Trușcă, 
__________

2. Cumulat
reported

methods: 
S-ELM+Mea

mbeddings 
S-ELM+Mea
mponents co
fter the post-
e variance is 
S-ELM+Mea
cept for the d

Baselines 

osed method

ed on the re
gs turns out 

the dimensi
for efficien

esentations h
gs, proving 
or a task like 

                  
ber of PCA / 
ddings are unc
of Figure 2. 

Anamaria A
__________

tive explaine
d for PCA (fi

anPPA: apply

an(PPA+PCA
omputed usin
processing, t
still 216.  

an(PPA+LSA
dimensionali

Table 
Model

OS
OS

ds OS
OS-EL
OS-EL

esults reporte
to be a nec

onality redu
cy. Howeve
have slightly
that a lowe
text classific

               
LSA compon

changed, and t

Aldea, Simon
__________

ed variance 
first plot) an

y the average

A): apply th
ng the post-p
the number 

A): the meth
ity reduction 

1. OS-ELM
l 
OS-ELM_M

S-ELM+Mea
S-ELM+Mea
S-ELM+Mea
LM+Mean(P
LM+Mean(P

ed in Table 
cessary step
ction, we no

er, the PCA 
y better res
er-dimension
cation with s

 

nents that exp
the plots of cu

na Elena Grăd
__________

of the Glove
nd LSA (seco

Source: o

e of the post

he average 
processed G
of componen

hod is simila
method (P =

 results 

Mean 
anPCA 
anLSA 
anPPA 

PPA+PCA) 
PPA+LSA) 

Source: o

1, the post-
 that improv

otice that mo
components

ults than th
nal sentence 
sequential EL

plain 95% of 
umulative exp

dinaru, Crisa
__________

e word emb
ond plot)1 
our computati

t-processed G

of the fir
love word e
nts that expl

ar to the abo
= 217). 

Accurac
0.7387
0.7193
0.7235
0.7479
0.7482
0.7237

our computati

processing o
ves all three
odel accuracy
s of the pos
he post-proc

representat
LM. 

the post-proc
lained varianc

an Albu 
________ 

44 
 

 
eddings 

ions - Python 

Glove word 

rst P PCA 
embeddings. 
lain 95% of 

ove method, 

cy 
7 
3 
5 
9 
2 
7 
ions - Python 

of the word 
e baselines. 
y is usually 
st-processed 
essed word 
ion can be 

cessed Glove 
ce are similar 



 
 
 
 
 
Post-Proce
Text Classi
________

 

 
Wh

capture 95%
of the num
objective, w
computed u
10, as show
the classifi
PCA metho
task, espec
notice that 
kept. As a
explained v
of accuracy

 

Figure 3

 
To

embedding
“penguin”, 
word “fran

ssing and Di
ification 

__________

hile the pri
% of input v
mber of PC
we extend th
using a few 
wn in Figure
ication quali
od seems to 
cially when 
model perfo

a result, eve
variance, we 
y.  

. OS-ELM a
using (

 have a b
gs, we rand
 “building”, 

nce” by mean

imensionality

__________

or analysis 
variance, we 

CA or LSA 
he analysis t
components 

e 3. First, we
ity, regardle
be more suit
the number 

ormance squa
en if we in
do not expe

accuracy rep
(PPA+)PCA

etter unders
domly pick
“economy”

ns of the Euc

y Reduction 

__________

was perfor
are also inte
components

to include lo
that varies b

e notice that
ss of the nu
table than LS
of discarde

ares off when
ncrease the 9
ct to observe

ported for d
A (up) and (P

standing of 
k six word
) and assess
clidean distan

for Extreme

__________

rmed consid
erested in un
s on the mo
ower-dimens
between 150
t post-proces
umber of co
SA for the d
ed componen
n at least 20
95% thresho
e a significan

different num
PPA+)LSA 

Source: o

the quality
s (“russia”,

s their releva
nce and cosi

 Learning M

__________

dering comp
nderstanding
odel accurac
ional word e

0 and 250 wi
ssing typicall
omponents. S
dimensionalit
nts is small.
0 componen
old for the 
nt improvem

 
mbers of com
(down) 
our computati

y of the G
, “china”, 
ance with res
ine similarity

Machine in 

________ 

45 

onents that 
g the impact 
cy. To this 
embeddings 
ith a step of 
ly enhances 
Second, the 
ty reduction 
. Third, we 

nts are being 
cumulative 

ent in terms 

mponents 

ions - Python 

Glove word 
“germany”, 
spect to the 
y. Given the 



 
 
 
 
 
Maria Miha
________

word embe
computed a

݉݅ݏ	݁݊݅ݏ݋ܥ݈݀݅ܿݑܧ 
 
Ac

countries, 
expected. N
“france”, e
 

Figure 4. E

 
Ho

algorithm e
216-dimen
dimensiona
are unchan
smaller dis
words are 
dimensiona
words, boo
 

aela Trușcă, 
__________

eddings wi an
as follows:  

:ݕݐ݅ݎܽ݊݅݉݊ܽݐݏ݅݀	݊ܽ݁݀ ݓ൫ݏ
ccording to th
the most w
Naturally, th
specially the

Euclidean d

olding the sam
enhanced wi
sional vecto
al Glove wo
nged, we p
stances and 

more overe
ality reductio
osting the per

Anamaria A
__________

nd wj of the 

ܿ݁: ݀൫ݓ௜, ,௜ݓ௝ݓ ௝൯ݓ = 	 ݓ||
he Figure 4, 
ith Germany
he remaining
e word “peng

distance (left
the tar

me assumpti
ith the PCA 
ors can capt
rd embeddin
erceive a te
higher simil
estimated th
on differenti
rformance of

Aldea, Simon
__________

words xi and

൯ = 	ට(ݓ௜ଵ ௜ݓ− ∙ ||௜ݓ௝ݓ × ||௝ݓ||
the baseline

y and the le
g three wor
guin”. 

t) and cosine
rget word “f

ons as above
dimensional
ture the sam
ngs. While th
endency to 
larities (Figu
han the less
iates better 
f the ELM m

na Elena Grăd
__________

d xj and thei

௝ଵ)ଶݓ	− + ⋯= ∑ௗ௞ୀଵට∑ ௜௞ଶௗ௞ୀଵݓ
e word appea
east with Ch
rds are signi

e similarity 
france” 

Source: o

e, we are inte
lity reduction
me informati
he rankings 
overestimat

ure 5). Howe
 relevant w
between rel

model. 

dinaru, Crisa
__________

r size d, the 

௜ௗݓ)	+⋯ ௜௞ݓ	− × ௝௞ଵݓ
௞ଶ 	×	ට∑ ௗ௞ୀଵݓ
ars to be mos
hina, as one
ificantly less

(right) with

our computati

erested to see
n method tha
ion as the 
of the relev

te, highlight
ever, the mo

words. As a 
levant and n

an Albu 
________ 

46 
 

metrics are 

 (9)			௝ௗ)ଶݓ
௝௞ଶݓ 							(10) 
st related to 
e may have 
s related to 

 
h respect to 

ions - Python 

e if the PPA 
at generates 
initial 300-

vance scores 
ted through 
ore relevant 

result, the 
non-relevant 



 
 
 
 
 
Post-Proce
Text Classi
________

 

Figure 5. E
the targ

6. C
 
Tex

interesting 
nowadays. 
machine le
random for
and efficie
architecture

Th
framework
compact a
documents 
rates than t
to train EM
generate o
post-proces
increasing 
efficiency, 
methods.  

Ou
proposed b
dimensiona
on Reuters
poorer resu
accurate re

Re
more rece
discriminat

ssing and Di
ification 

__________

Euclidean d
get word “fr

Conclusions

xt classificat
multidiscipl
In scientific

earning soluti
rest and neu

ency. The fin
e and the tec

he purpose of
k for the inp
and semantic

using Glov
the widely us
ML is bi-di

one-dimensio
ssing algorit
the model p
we reduce th

ur approach b
by scientific 
ality reductio
-21758 docu
ults, PCA to
sults with lo
garding futu

ent context-d
tive than Gl

imensionality

__________

distance (left
rance”. The 

Glove 

s 

tion is one o
linary applic
c literature, 
ions based o

ural networks
nal model p

chniques used
f our paper i
put processin
c meaningfu

ve word emb
sed word2ve
imensional, 

onal sentenc
thm is applie
performance
he dimension

brings a few 
literature, a

on of word e
ument collect
ogether with
wer computa

ure work, w
dependent w
love represen

y Reduction 

__________

t) and cosine
metrics are 
word embe

of the core te
cations that 
text classific

on support ve
s, with a foc
performance 
d to process 
is to introduc
ng of the EM
ul representa
beddings tha
ec word repre
we need to
e representa
ed to genera
. As we are
nality of wor

improvemen
and it is also
embeddings 
tion reveals 
h the post-p
ational costs
e are interes
word embed
ntation. As 

for Extreme

__________

e similarity 
computed u

eddings 
Source: o

echnologies o
are helpful 

cation techni
ector machin
cus on boost

is highly de
inputs. 
ce a new eff
ML algorith
ation for ea
at have prov
esentations. 
o aggregate 
ations. Next,
ate more dis
e also intere
rd embeddin

nts to the pos
o unique by
employed in
that while th

processing op
. 
sted to evalu
ddings that 
standard EL

 Learning M

__________

(right) with
using the PP

our computati

of textual an
to many or

iques vary f
ne, maximum
ting model p
ependent on

ficient but al
hm. First, we
ach word of
ved higher ef
Since the inp
word embe

, Mu and V
stinct word e
sted in boos

ngs using LS

st-processing
y applying P
n ELM. The
he LSA meth
peration lea

uate our fra
are by de

LM has alre

Machine in 

________ 

47 

 
h respect to 
PA+PCA 

ions - Python 

nalysis, with 
rganizations 
from classic 
m entropy to 
performance 
n the model 

so effective 
e provide a 
f the input 
ffectiveness 
put required 
eddings and 
Viswanath’s 
embeddings 
sting model 
A and PCA 

g algorithms 
PCA for the 
e case study 
hod leads to 
ads to more 

amework on 
efault more 
eady proved 



 
 
 
 
 
Maria Mihaela Trușcă, Anamaria Aldea, Simona Elena Grădinaru, Crisan Albu 
____________________________________________________________ 

48 
 

satisfactory good results, we consider that a stacked structure where the word 
embeddings are also refined by an ELM auto encoder-based model (Lauren, et al., 
2017) might boost the performance even more. 
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